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Chapter 3
Second Order Linear Equations

A second order differential equation is linear if it
can be written as:

Y b)Y+ oy = R
dx dx

y'+P(X)y'+Q(X)y = R(x)

R(x)=0 the equation 1S homoaeneag otherwi

x o -_




Solving 2" Order Linear Equation

Try reducing to first order equations.
This works for equations of the form:

Case 1-Dependent variable missing f (X’ y” y”) — O

r " dp dp
— ] — f ] ) - O
Case 2-Independent variable missing J (y, y’, y”) =0

d d

H’_\i ”,,_clp_olpdy_‘i p i‘i” |I |I p‘



What about equations of the form:

F(x,y,y,y")=07?

Existence and Uniqueness of 2nd order equation

Existence: Does a differential equation have a solution?

Uniqueness: Does a differential equation have more than
one solution? If yes, how can we find a solution which

satisfies particular conditions?




Existence and Uniqueness of 2nd order equation

Theorem 1: Let p(x), Q(x) and R(X) be continuous functions on
a closed interval [a,b], If X, IS any point in [a,b], and if y, and y',
are any numbers whatever, then equation

y'+ p(X)y' +Q(x)y =R(X)

has one only one solution y(x) on the interval such that

Y(Xo) = Yo Y'(XO) — YB




Example
Find the largest interval where

(X2 -1)y" + 3xy" + cosxy =e* y(0) = 4,y'(0) = 5
IS guaranteed to have a unique solution.

We first put it into standard form

y'" + 3x/(x% - 1)y" + (cos x)/(x2-1) y =e* /(x? - 1)

y(0) = 4, y'(0) =5




y'+p(x)y' +Q(x)y =R(x) (1)
y'+p(x)y' +Q(x)y=0 (2)

Suppose that in some way we know that

y&;(XQ(%J‘:Z)

Is the genral solution of (2)

and that y,(x) Is a fixed particular solution of (1)

If y(X) is any solution whatever of (1), then an easy calculation
nows that y(x)-y.(x) Is the solution ©

~



y'+ p(x)y' +Q(x)y =R(x) (1)
y(X)-Y,(X)
(Y=Y,)" +PO)(Yy-Y,) +Q(X)(y-Y,)
=[y"+ p(x)y'+Q(X)y]-
[y’;, + p(X)Y; +Q(X)yp]= R(X)—R(x) =0

y(X) =Y, (X’ G, Cz) T yp(X)

e



Theorem 2: If y, is the general solution of equation (2) and y,, Is
any particular solution of equation (1), theny, +y, Is the general

solution of (1).

Theorem 3: If y, (X) and y, (x) are any two solution of (2), then

Y(X) - ClYl(X) +C, Y, (X)

Is also a solution for any constant c, and c,.

PROOF

y'(X) = ¢,Y1(X)

C,Y5(X)

y'(X) = €Y1 (X) +C,Y5(X)




C, Y1 (X) +C, Y5 (X) + P(X)(C.Yy; +CyY5) +
Q(X)(C1y1 "'Czyz) —
c,[yy + pP(X)y; +Q(X)y, |+
C,Lys + p(X)y; +Q(X)Y, ]
=C,x0+¢,x0=0

The solution below is commonly called a linear combination of
the solutions y, (x) and y, (X).

Y(X) — C1Y1(X) +C Y, (X)

homogeneous equation (2) is also a SOLtIOﬂ. -



Problems page 83-1

By inspection, find the general solution of y” =

Y(X) =Y, (X’ G, Cz) T yp(X)

X

y'=0-y'=C >y, =CX+C,




Problem page 83-2a - Find a P.S.

X*y"+ X%y +xy=1
3 /
X y”:C1 X2y =C, Xy =C,




The general solution of the homogeneous equation

Definition: Two functions y, and y, are linearly dependent if
there exist constants ¢, and c,, not both zero, such that

C,Y;(X)+C,Y,(x) =0

for all x in [a,b]. Note that this reduces to determining whether
y, and y, are multiples of each other.

If the only solution to this equation isc, = ¢, =0, theny, and y, are
linearly independent.

Example: y1(X) = sin2x Yo(X) = SINXCOSX

C,SIN 2X+C, SIn XcosX =0

the linear combination

his equation
y, and y, are linearly dependent.



SE Y, =X, Y, = X
c,X+C, x> =0

c, = ¢, =0, theny, and y, are linearly independent.

Theorem 4: Let y,(x) and y,(Xx) be linearly independent
solutions of the homogeneous equation

| y'+p(x)y'+Q(x)y=0 (1)
on the interval [a,b] . Then
CY1(X)+C,Y, (%) (2)

Is the general solution of equation (1) on [a,b], in the sense that every
olution @ on this interval can be obtained fromn Dy a suitable

s - -_<



Proof
y(x)  any solution of (1)on|a,b

We must show that constants c, and ¢, for all x in [a,b] can be
found so that

Y(X) = Clyl(x) +GY, (X)

for some point x , in [a,b]we can find ¢,and ¢, can be found so that

Clyl(XO) +C, yz(Xo) = Y(Xo)




Consider the linear system (in matrix form) Ac=B

_ det(A)

C. = , fori=1...,n
det A
[yl(xo) yz(xo)jﬂclj:[y(xo)]
Vi(Xe) Yo(Xo) NC ) LY'(X)
yy;_y,yz _ yyl’_y'yl

C, C,

AT VoYs — V1Yo

- O Wronskian of y, & y,




Lemma 1: If y,(x), y,(x) are two solution of equation (1) on
[a,b], then their Wronskian W=W(y,,y,) Is either identically
Zero or never zero on [a,b].

Lemma, a proven statement used as a stepping-stone toward the proof of another statement

TR WYL Y2) = VY — WY
WY1 ¥2) = Va¥z + 1¥a = V1Yo = ViYs
= Y1¥2 — 1Y,

Next, since y, and y, are both solutions of (1), we have:

y'+p(x)y' +Q(x)y=0 (1)

W



V,(yi+ py; +Qy,)=0 (1)
Vi(ys+ Py, +Qy,)=0 (2)
(2) = @) = (V1Y — Yo ¥1) + P(Y1Y2 — Y, ¥1) =0
4w AW

—+PW=0 ——=-P(x)dx
ax i W ()
InW :—j P(x)dx+c
_IP(x)dx+c _ —jP(x)dx

ce the expone acC 0]



Lemma 2: If y,(x) and y,(Xx) are two solution of equation (1) on
[a,b], then they are linearly dependent on this interval if and only
iIf their Wronskian W(y, y,)=y.y'>-Y,y"; Is identically zero.

PROOF Y, =CY; = Y; =CY,
WYL Y,) = V1Yo — YiYo = YiCY; — Yicy, =0

Since the Wronskian is identically zero on [a,b], we can divided it by y,? to get:

W2~ YaYs g —(y,1y,) =0
y




Problems page 87-1: show that e* and e are linearly
independent solution of y” —y =0 onanyinterval

=€ >y =€ >y=¢
yi—y, =€ —e =0
_X —
Y, =€ DY, =€ Y, =

y, -y, =" —e" =0 Ny




Example: show that  y/ =, SIN X + C, COS X

IS general solution of y” + Y= 0 on any interval, and
find the P.S. for which y(0)=2 and y’(0)=3.

y,=sInX, Yy,=CcosX—>VY,/y,=tgx >W =0

yi+y, =0 Yy +Y, =0

SIn X COSX . )
W(Y,,Y,) = . |=-sIn“Xx—cos” x=-1
COS X -SINX

c,Sin0+c,cos0=2




Problems page 87-3: Show that y — Clex -+ Czezx IS general solution of

y'=3y'+2y=0

On any interval, and find the particular solution for which y(0)=-1 and y'(0)=1.
2 2
y'=ce’ +2c,e”, Yy =ce +4c,e”
ce* +4c,e™ -3(ce" +2¢,67) +2(ce* +C,e7) =

=ce" +4c,e™ -3 —6c,” +2ce" +2c,6” =0

P



yl:ex, yZZGZX

W(ywyz) =

X 2X

et g
e e

X 2 X
y=Ce" +cC,e

y(0)=-1-c +c, =-1

/ X 2 X
y' =Cce +2¢c.e

y;=e", Yy, =2e~

_ 263X _e3X _ eBx




The use of a known solution to find another

As we have seen, It Is easy to write down the general
solution of the homogeneous equation

y'+p(x)y' +Q(x)y=0 (1)

Whenever we know two linearly independent solution y,(x)
and y,(x). But how do we find y, and y,?

Y, (X) — Is a known nonzero solution
cy, (X) — Is also solution for any constant c

v(X) an unknown function — c

r—@w*



We assume, then that Y,=Vy, is a solution of (1), so that
Y, + Py, +Qy, =0
Y, =VY
y; — Vyi T V,yl
Yo =y +2VY; +V'Y,
v(y; + Py; +Qy;) +Vy; +V'(2y; +Py,) =0

-



V” y]’_ v yr
I— 2 P _ —_21721_
VI yl j V' 2-‘. yl J. de

Inv'=-2In yl—dex In V'yl2 :—_[ Pdx

, 1 —Jde v = 4@ ‘[dedX
yl2 Y1

All that remain is to show that y, and y,=vy,, where v is given
by above equation actually are linearly independent as

Gaasaay o)




Problems page 90-1 \W (yl’ y2) + ()

J- Pdx I Pdx

v={ e Py, =vy = ylj% dx
Y1
Pdx Pdx
Y, = ylj—eI dX+y1( j )
Y1
yl yljize—dede
W(yl’yZ): 1 dyl g :e_IPdX?&O
—e_jpxdx+—e JPox




Example: Y;=X Is a solution of
2 "

Find G.S.? XY +>Q/’—y—0

J-de

dx




6 X

Example: y” —4y’ —-12y =0, y, =€

- Pdx 1 4fox
v:jize 1P gy :j 1ZXe”d dX
Y1 €
= J e e dx =—%e‘8x
1 —8X 06X __ 1 —2X

Yo, =VYi=——€ e =——
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